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A B S T R A C T

Fault detection and isolation are two significant problems in process monitoring. However, due to the
complicated relationships between the process variables, it becomes a challenging problem to build a model
to capture the complicated relationship between process variables and perform fault detection and isolation
based on the model. This paper proposes an advanced model, called multi-task long short-term memory
(MTLSTM) neural networks, that can capture the most complicated relationships between process variables
and a simultaneous fault detection and isolation approach based on MTLSTM neural networks. The proposed
simultaneous fault detection and isolation approach takes a sparse autoencoder (SAE) to extract features
from the measurements of process variables. Then, a long short-term memory neural network is trained
on the extracted features with a multi-task learning strategy. Compared with the traditional multivariate
statistical models (MVSM) such as principal component analysis and independent component analysis models,
the MTLSTM neural networks can capture the nonlinear autocorrelations of process variables and correlations
between process variables and perform fault detection and isolation for an industrial process simultaneously.
To demonstrate the advantages and superiority of the proposed simultaneous fault detection and isolation
approach, a case study on fault detection and isolation for the penicillin fermentation process is carried out.
Case study results show that the proposed approach significantly outperforms existing fault detection and
isolation approaches.
1. Introduction

Modern large-scale and intelligent industrial processes have greatly
improved production efficiency and economic benefits. For the sake
of the safe operation of industrial plants, process monitoring tech-
nique has drawn great attention from engineers. Process monitoring
technique is beneficial for troubleshooting and industrial plant mainte-
nance, which have been the essential components of industrial monitor-
ing systems. Fault detection and isolation are two important problems
in process monitoring. Fault detection and isolation are beneficial for
avoiding disasters caused by industrial plant faults. Fault detection
and isolation methods can be grouped into model-based or model-
free approaches. Model-based approaches rely on the use of a physical
model of the process. While model-free approaches do not use the
model of processes but only depend on the use of the measurements
of process variables [1]. Fault detection and isolation are to detect
whether there are faults in the production process and recognize the
category of the detected faults. Common faults can be categorized into
the following three types: sensor, actuator, and equipment faults. Fault
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detection and isolation usually rely on the use of monitoring statistics.
Specifically, if a monitoring statistic exceeds its control limit, then a
fault has been detected. On the contrary, there is no fault occurred [2].

For complex industrial processes, establishing accurate physical
models is an almost impossible task due to the complex coupling
relationship between thousands of process variables, which limits the
application of model-based process monitoring methods in real-world
industrial production processes. Specifically, with the wide application
of discrete control systems and computer-related technologies in indus-
trial processes, a large number of measurements of process variables
can be stored in databases. Then, it is feasible to take advantage
of an effective data analysis algorithm for extracting valuable infor-
mation from the measurements, and use the information for process
monitoring [3]. Using measurements of process variables to monitor
industrial processes is called data-driven process monitoring methods.
Compared with model-based process monitoring methods, data-driven
process monitoring methods are easy to design and not constrained by
the physical process model [4]. In other words, data-driven process
vailable online 12 June 2023
169-7439/© 2023 Elsevier B.V. All rights reserved.

https://doi.org/10.1016/j.chemolab.2023.104881
Received 6 April 2023; Received in revised form 21 May 2023; Accepted 5 June 20
23

https://www.elsevier.com/locate/chemometrics
http://www.elsevier.com/locate/chemometrics
mailto:yg.du@aoni.waseda.jp
https://doi.org/10.1016/j.chemolab.2023.104881
https://doi.org/10.1016/j.chemolab.2023.104881
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chemolab.2023.104881&domain=pdf


Chemometrics and Intelligent Laboratory Systems 240 (2023) 104881K.S. Qin and Y. Du
monitoring approaches do not rely on the use of the physical model of
industrial processes, nor does it require prior knowledge about indus-
trial processes. Therefore, data-driven process monitoring approaches
have been the hottest research topic over the past decades. For exam-
ple, Westerhuis et al. studied the contribution plots for multivariate
statistical process control of batch processes [5]. Sun [6] studied the
fault diagnosis problem with the partial least square algorithm, which
can monitor the faults of quality variables. The above research results
provide theoretical support for the development of process monitoring
in modern industrial processes. Ku et al. [7] proposed a dynamic
principal component analysis model for dynamic process monitoring.
The method first stacks the observation data according to a certain
time window to build an augmented observation data matrix, then
use the augmented matrix to build a principal component analysis
model. However, this model cannot explicitly explain the dynamics
of latent variables in time series, and it is easy to cause dimensional
disasters as the time window increases. Qin and Hwang reviewed the
fault detection, isolation, and reconfiguration methods in the data-
driven and model-based frameworks, respectively [8,9]. Li et al. [10]
proposed a process monitoring method based on contribution plots
combined with canonical correlation analysis and short-term memory
neural networks. Jia et al. [11] proposed a dynamic kernel partial least
squares algorithm for quality-related process monitoring in nonlinear
dynamic processes. However, these works only capture the correlation
among process variables, while ignoring the autocorrelation of process
variables. The dynamic latent variable model consists of a observation
equation and a latent variable autoregressive equation, which de-
scribes the dynamic properties of the process. Currently, dynamic latent
variable models have been widely used to solve process monitoring
problems. For example, Li et al. [12] improved the dynamic prin-
cipal component analysis model and proposed a structured dynamic
principal component analysis model, overcoming the shortcomings of
traditional dynamic principal component analysis models.

In addition to the traditional multivariate statistical models, deep
neural networks have been applied to process monitoring. For exam-
ple, Song et al. applied deep neural networks to nonlinear dynamic
process monitoring [13]. Yang et al. applied stacked autoencoder to
extract nonlinear features and the manifold structure-related infor-
mation for fault detection. The effectiveness of the proposed fault
detection method was verified in the Tennessee Eastman process [14].
Luo et al. proposed a deep neural network with tensor factorization
layers for sequential fault diagnosis where the proposed neural network
shares efficient knowledge across the spatiotemporal features of fault
data. Moreover, since the industrial data exhibit time dependency and
inherent complex characteristics, the authors take advantages of tensor
representation to preserve the number of the raw data and sequential
dependence between observations. Then, multilinear mapping with
tensor-to-tensor projection is used to transform the input and hid-
den tensor to the low-dimensional tensors [15]. Yu et al. proposed a
manifold regularized stacked autoencoders for feature extraction and
fault detection. The proposed autoencoders can extract the local and
global information and intrinsic structure of process data. With the
effective features, then the authors perform fault detection based on
two statistics T-squared and squared prediction error. The effectiveness
of the proposed fault detection method was evaluated on two bench-
mark processes, Tennessee Eastman process and fed-batch fermentation
penicillin process [16]. Compared with multivariate statistical models,
deep neural networks show advantages in feature extraction, which
is beneficial for fault detection and isolation. Moreover, deep neu-
ral networks can be trained by an end-to-end manner based on the
open-source machine learning platforms.

Although the existing process monitoring approaches obtain excel-
lent achievements, they all fail to capture the nonlinear autocorre-
lations of process variables and correlation among process variables,
simultaneously. Moreover, the order of autocorrelation is difficult to
2

specified by experience. This paper takes advantage of a new deep
neural network to learn the nonlinear autocorrelation and correlation
from data. In MTLSTM, the order of autocorrelation is learned instead
of specified by experience. Moreover, the proposed simultaneous fault
detection and isolation approach is feasible if only if the measure-
ments of process variables are available. Moreover, the network of the
MTLST can be trained by an end-to-end manner using the open-source
machine learning platform such as TensorFlow designed by Google.
In conclusion, the measurements of process variables and machine
learning platform allows us to perform simultaneous fault detection and
isolation based on the proposed method. As a result, the simultaneous
fault detection and isolation approach is feasible from the viewpoint of
implementation.

The main contributions and advantages of the MTLSTM-based si-
multaneous fault detection and isolation approach are summarized as
follows: (1) MTLSTM can extract the nonlinear autocorrelations of
process variables and correlation among process variables, which is
beneficial for fault detection and isolation. (2) MTLSTM can signifi-
cantly improve the efficiency of process monitoring by simultaneously
perform fault detection and isolation. (3) MTLSTM shows the best
performance in the fault detection and isolation for the Penicillin
Fermentation Process.

The remainder of this article is organized as follows. Section 2
introduces the background knowledge about the properties of process
variables. In Section 3, we introduce the new multi-task long short-term
memory networks. In Section 4, the multi-task long short-term memory-
based process monitoring approach is proposed. In Section 5, a case
study on fault detection and isolation for the penicillin fermentation
process is carried out to evaluate the performance of the proposed
process monitoring approach. At last, conclusions are drawn.

2. Background knowledge

2.1. Properties of process variables

In this section, we will take the penicillin fermentation process as
an example to demonstrate the inherent properties of process variables.
The penicillin fermentation process is a widely used benchmark for
performance evaluation of process monitoring approaches [17,18]. We
selected two process variables, aeration rate and agitator power, from
the total 16 process variables to illustrate the properties of process
variables. Three properties including nonlinearity, autocorrelation, and
correlation are explored. First, the autocorrelation property of a process
variable is measured by the autocorrelation and partial autocorrelation
coefficients. The coefficients of aeration rate are depicted in Fig. 1
with confidence interval 95% and lag value 40. Fig. 1 indicates that
the aeration rate shows significant autocorrelation i.e., the current
measurement of it is highly related to its past measurements.

Correlation between aeration rate and agitator power are depicted
in Fig. 2. In this figure, the histograms show the distributions of the
values of aeration rate and agitator power. The other two subfigures
show the correlation between the aeration rate and agitator power.
There is an obvious nonlinear relation between aeration rate and
agitator power where the straight line in the figures represents a linear
model that attempts to fit the correlation between aeration and agitator
power.

In this example, it is demonstrated that each process variable has
the autocorrelation property. Moreover, there is a significant nonlinear
correlation between process variables. Therefore, if we adopt a linear
model to fit the nonlinear autocorrelation of process variables and
the correlation between process variables, then it will cause a large
modeling error. Further, the process monitoring performance based on

the model will deteriorate as well.
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Fig. 1. Autocorrelation and partial autocorrelation of aeration rate.
Fig. 2. Correlation among the aeration rate and agitator power.

2.2. Multivariate statistical models

The MVSM is used to describe the properties of process variable,
which can generally be described by

𝐯𝑘 = 𝑔
(

𝐱𝑘
)

𝐱̂𝑘 = 𝑓
(

𝐯𝑘
)

+ 𝐰𝑘
(1)

where 𝑓 (⋅) and 𝑔(⋅) are two nonlinear functions, 𝐱𝑘 ∈ ℜ𝑚 is the vector
of process variable measurements at 𝑘th sampling moment, 𝐯𝑘 ∈ ℜ𝑙 is
the feature vector, 𝐱̂𝑘 is the approximation of 𝐱𝑘, and 𝐰𝑘 ∈ ℜ𝑚 is the
error between 𝐱 and 𝐱̂ [19].
3

𝑘 𝑘
For example, PCA can be represented by

𝐯𝑘 = 𝐏𝐱𝑘
𝐱̂𝑘 = 𝐏𝑇 𝐯𝑘 + 𝐰𝑘

(2)

where matrix 𝐏 ∈ ℜ𝑚×𝑙 consists of the eigenvectors of the covariance
matrix associated to the top largest eigenvalues [20,21].

ICA can be represented by

𝐱𝑘 = 𝐀𝐬𝑘
𝐬𝑘 = 𝐖𝐱𝑘

(3)

where 𝐀 represents the mixing matrix, and 𝐖 represents the de-mixing
matrix [22,23].

Obviously, PCA and ICA are both linear approximations of the
model (1). Moreover, they do not capture the autocorrelation of each
process variable but only capture the correlation among process vari-
ables. Specifically, the current measurement is only related to the
current feature, i.e. time independent. To overcome the drawbacks of
PCA and ICA that focus on the correlations of process variables, vector
autoregression (VAR) was developed for capturing the autocorrelations
of process variables and correlations between process variables [24,25].
The model of VAR can be represented by

𝐱𝑘 = 𝐀1𝐱𝑘−1 +⋯ + 𝐀𝑠𝐱𝑘−𝑠 + 𝐰𝑘 (4)

By introducing an intermediate variable 𝐯 = 𝐱, then the VAR model
can be rewritten as
𝐯𝑘−1 = 𝐱𝑘−1
𝐱𝑘 = 𝐀1𝐯𝑘−1 +⋯ + 𝐀𝑠𝐯𝑘−𝑠 + 𝐰𝑘

(5)

where 𝐰 is a residual error that follows a zero-mean normal distri-
bution, 𝐀𝑗 ∈ ℜ𝑚×𝑚 represents a coefficient matrix for 𝑗 = 1,… , 𝑠.
Compared with PCA and ICA, VAR can capture the autocorrelation
and correlation properties of process variables. However, VAR is also
a linear model that cannot fit the complicated nonlinear properties of
process variables.

2.3. Challenging problems in nonlinear process monitoring

As discussed above, the existing models cannot capture the compli-
cated nonlinear autocorrelations of process variables and correlation
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Fig. 3. Structure of the SAE.
Fig. 4. An illustration of the SAE where 𝐱 represents the input of the SAE, 𝐯 represents
a feature vector, 𝐱̂ represents the approximation of the input, 𝑓 and 𝑔 represents two
nonlinear functions.

among process variables. As a result, the process monitoring approach
based on these models will fail to monitor the industrial processes
accurately. We summarize the challenging problems in process mon-
itoring as follows: (1) For weakly nonlinear processes, it is feasible to
use a linear model to approximate the nonlinear model. However, for
strongly nonlinear processes, using linear models to approximate non-
linear models can introduce significant model errors; (2) It is difficult
to simultaneously capture the autocorrelations of process variables and
correlation among process variables by a data-driven model; (3) The
existing MVSM focus on fault detection but ignore fault isolation.

2.4. Comparison between MVSM and MTLSTM

MVSM has been widely used for process monitoring over the past
decades. However, they only perform well in linear static process
monitoring but fail to monitor the nonlinear dynamic processes. The
reasons are that MVSM only captures the correlation between process
variables but ignores the nonlinear autocorrelation of process variables
and correlation simultaneously. Even the nonlinear versions of MVSM
improve the nonlinear modeling ability, though they still ignore the
autocorrelation of process variables. Moreover, MVSM applies to fault
detection or fault isolation but fails to perform fault detection and
isolation simultaneously by just a model.

To improve the performance of MVSM in process monitoring, this
paper proposed a new model to capture the complicated properties
of process variables. Then, a high-performance fault detection and
isolation approach is proposed based on the new model. The new
model is called multi-task long short-term memory (MTLSTM) neural
networks. MTLSTM show a lot of advantages in fault detection and
isolation. We summarize the features of the traditional MVSM and
4

Table 1
Feature comparison between MVSM and MTLSTM.

Models Nonlinearity Autocorrelation Correlation

PCA ✗ ✗ ✓

ICA ✗ ✗ ✓

VAR ✗ ✓ ✓

RF ✓ ✗ ✓

FCN ✓ ✗ ✓

MTLSTM ✓ ✓ ✓

Table 2
Functionality comparison between MVSM and MTLSTM.

Models Fault detection Fault isolation

PCA ✓ ✗

ICA ✓ ✗

VAR ✓ ✗

RF ✗ ✓

FCN ✗ ✓

MTLSTM ✓ ✓

MTLSTM in Table 1 for comparison. Moreover, the functionalities of
them are summarized in Table 2.

In Table 1, the token tick in each cell represents the feature that a
model possesses. On the contrary, the token cross represents the feature
that a model does not possess. The table indicates that the traditional
MVSM are capable of fault detection and capturing the correlation
between process variables but ignore the nonlinearity and autocor-
relation. However, the MTLSTM can capture all of the properties of
process variables and perform fault detection and isolation simultane-
ously. Next, we will introduce the MTLSTM and the simultaneous fault
detection and isolation approach based on it.

3. The MTLSTM neural networks

In this section, we will introduce the new multi-task long short-
term memory neural networks. MTLSTM consist of two components
including a SAE for feature extraction and a LSTM neural network for
learning the patterns of different types of sample. Structure of the SAE
is depicted in Fig. 3. To allow the SAE to extract compact features
from the measurements of process variables, the features are required
to be sparse. Fig. 4 is an illustration of a one-layer LSTM expanded
at different moments. LSTM is a type of recurrent neural networks
(RNN) for time series modeling, which can capture the autocorrelation
and correlation properties of process variables. Compared with the
strand RNN, LSTM takes advantage of memory cells to store histori-
cal information so that it can capture the autocorrelation of process
variables.
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Fig. 5. An illustration of one-layer LSTM expanded at different moments.
3.1. The sparse autoencoder

The SAE in MTLSTM is depicted in Fig. 3 where the input of a SAE is
a vector 𝐱, and the output of it is the approximation of 𝐱 [26–30]. The
SAE consists of two modules including an encoder and a decoder where
the encoder is responsible for feature extraction by downsampling, and
the decoder is responsible for reconstructing the input. Moreover, SAE
requires the features to be sparse so that it can extract compact features
from the inputs.

In fact, constructing a SAE is to learn two maps from the input
𝐱 to feature 𝐯 and from feature 𝐯 to 𝐱̂, respectively where 𝐱̂ is the
approximation of 𝐱. In Fig. 4, 𝑔(⋅) and 𝑓 (⋅) represent two nonlinear
functions. According to Fig. 4, a SAE can be formulated by

𝐯𝑘 = 𝑔
(

𝐱𝑘
)

𝐱̂ = 𝑓
(

𝐯𝑘
) (6)

where 𝑔(⋅) and 𝑓 (⋅) represent two nonlinear functions associated to the
encoder and decoder, respectively, and 𝐯 is the feature vector extracted
from the input 𝐱.

3.2. The long short-term memory neural network

LSTM is a type of recurrent neural networks (RNN), which is pow-
erful for time sequence modeling [31–33]. Compared with standard
RNN, LSTM is specially designed to improve the memory ability of the
historical information. To this end, LSTM adopts a memory cell to store
the historical information. In LSTM, at each moment, the input will first
pass through the input gate, and the input gate will determine whether
any information will be input to the memory cell at this moment.
Whether there is information output from the memory cell at each
moment depends on the output gate. The value in the memory cell is
controlled by the forget gate. Specifically, the signals controlling each
gate are given by the following formulas. The structure of a LSTM is
depicted in Fig. 5.

The output of LSTM at 𝑘th moment can be formulated by

𝐨𝑘 = 𝑓𝑙𝑠𝑡𝑚
(

𝐯𝑘,… , 𝐯1
)

(7)

where 𝑓𝑙𝑠𝑡𝑚 represents the nonlinear map from the input of the LSTM
to the output, and 𝐯𝑘 = 𝑔

(

𝐱𝑘
)

.

3.3. The multi-task long short-term memory neural networks

The MTLSTM neural networks consists of the encoder of the SAE, a
LSTM, and two fully connected networks, as shown in Fig. 6. The input
of MTLSTM is a vector 𝐱, and the outputs of it are 𝐱̂ and 𝐲 where 𝐱̂ and 𝐲
represent the approximation and one-hot label vector of 𝐱, respectively.
The encoder is responsible for extracting features from inputs so that
the LSTM can capture the properties of process variable more efficiently
and accurately. The two fully connected networks are responsible for
outputting the results of different tasks.
5

Fig. 6. The illustration of MTLSTM models.

There are a lot of advantages for MTLSTM in process modeling
because they have powerful nonlinear expression ability to capture
the complicated properties of process variables. Moreover, the LSTM
module allows it to capture the time dependency of the measurements
of process variables. In conclusion, MTLSTM are capable of constructing
the data-driven model of complicated processes.

4. Simultaneous fault detection and isolation approach

To perform fault detection ad isolation based on MTLSTM simulta-
neously, it is required to train a MTLSTM on a set of training samples.
For training the MTLSTM, we first construct a set of training samples.
For example, 𝐗 =

[

𝐗0,𝐗1,𝐗2,𝐗3
]

∈ ℜ𝑛×𝑚 represents the set of
training samples where 𝐗0 ∈ ℜ𝑛0×𝑚 consists of fault-free samples,
𝐗𝑗 ∈ ℜ𝑛𝑗×𝑚 for 𝑗 = 1, 2, 3 consists of 𝑗th type of fault samples, and
𝑛𝑗 for 𝑗 = 0, 1, 2, 3 represents the number of fault-free samples, fault-1
samples, fault-2 samples, and fault-3 samples, respectively. Moreover,
𝐘 =

[

𝐘0,𝐘1,𝐘2,𝐘3
]

∈ ℜ𝑛×4 represents the set of one-hot label vectors
of the training samples where 𝐘𝑗 ∈ ℜ𝑛𝑗×4 consists of labels associated
to 𝐗𝑗 for 𝑗 = 0, 1, 2, 3. Specifically, the label vectors of fault-free, fault-
1, fault-2, and fault-3 samples are defined by 𝐲0 = [0, 0, 0, 0], 𝐲1 =
[0, 1, 0, 0], 𝐲2 = [0, 0, 1, 0], 𝐲3 = [0, 0, 0, 1], respectively.

We first discuss the sparsity of features extracted by the SAE. From
the point view of probability, we have the following relation

𝑙𝑜𝑔𝑃 (𝐱, 𝐯) = 𝑙𝑜𝑔𝑃 (𝐯) + 𝑙𝑜𝑔𝑃 (𝐱|𝐯) (8)

To guarantee the sparsity of feature vector 𝐯, we suppose that 𝐯
follows the Laplace prior as follows

𝑃 (𝐯) = 𝜆 𝑒−𝜆|𝐯| (9)

2
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As a result, we have

−𝑙𝑜𝑔𝑃 (𝐯) =
∑

𝑗

(

𝜆|𝐯[𝑗]| − 𝑙𝑜𝑔 𝜆
2

)

+ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (10)

here [𝑗] represents 𝑗th element of a vector.
In summary, the loss function for training a SAE can be constructed

s

𝑜𝑠𝑠𝑆𝐴𝐸 = 1
𝑛

𝑛
∑

𝑗

‖

‖

‖

𝐱𝑗 − 𝐱̂𝑗
‖

‖

‖

2

𝐹
+ 𝜆 ||

|

𝐯𝑗
|

|

|1
(11)

here ‖ ⋅ ‖𝐹 represents the Frobenius norm of a vector, and | ⋅ |1 is the
1-norm of a vector. To minimize the loss function (11), we are allowed
o train a SAE on a set of training samples. Then, given a vector 𝐱, we
an get a feature vector 𝐯 extracted by the encoder of the well-trained
AE.

Taking the loss function for SAE training into account, the loss
unction for training a MTLSTM can be defined by

𝑙𝑜𝑠𝑠 = 1
3𝑛

𝑛
∑

𝑗=1

‖

‖

‖

𝐲𝑗 − 𝐲1‖‖
‖1

‖

‖

‖

𝐲𝑗 − 𝐲2‖‖
‖1

‖

‖

‖

𝐲𝑗 − 𝐲3‖‖
‖1

‖

‖

‖

𝐱𝑗 − 𝐱̂𝑗
‖

‖

‖

2

𝐹

+
𝑛
∑

𝑗=1

4
∑

𝑖=1
𝐲𝑗 [𝑖]𝑙𝑜𝑔

(𝐲𝑗 [𝑖]
𝐲̂𝑗 [𝑖]

)

− 𝐲𝑗 [𝑖]𝑙𝑜𝑔
(

𝐲𝑗 [𝑖]
)

+ 𝜆 ||
|

𝐯𝑗
|

|

|1

(12)

where 𝐱̂ represents the approximations of 𝐱 from SAE and MTLSTM, 𝐲𝑗
is the one-hot label of 𝐱𝑗 for 𝑗 = 1,… , 𝑛. The loss function consists of
two parts, i.e., a mean squared error (MSE) and a cross entropy (CE)
where the MSE is responsible for reconstructing the input, and the CE
is responsible for predicting the label of the input. Then, with the loss
function, a MTLSTM is allowed to train on the sample set (𝐗,𝐘).

In fact, during the training, if 𝐱𝑗 is a fault-free sample, then the loss
function becomes

𝑙𝑜𝑠𝑠 = 1
𝑛

𝑛
∑

𝑗=1
‖𝐱𝑗 − 𝐱̂𝑗‖2𝐹 + 𝜆 ||

|

𝐯𝑗
|

|

|1 (13)

In this case, the MTLSTM focuses on the reconstruction of inputs. On
the contrary, if 𝐱𝑗 is a fault sample, then the loss function becomes

𝑙𝑜𝑠𝑠 =
𝑛
∑

𝑗=1

4
∑

𝑖=1
𝐲𝑗 [𝑖]𝑙𝑜𝑔

(𝐲𝑗 [𝑖]
𝐲̂𝑗 [𝑖]

)

− 𝐲𝑗 [𝑖]𝑙𝑜𝑔
(

𝐲𝑗 [𝑖]
)

(14)

In this case, the MTLSTM focuses on predicting the labels of inputs.
As a result, the loss function allows MTLSTM to reconstruct the

input and predict the label of the input, simultaneously. With the loss
function and training samples, then we are allowed to train a MTLSTM
using the back propagation algorithm. In this paper, the MTLSTM
was trained on the TensorFlow machine learning platform. After the
MTLSTM gets well trained on the training data set (𝐗,𝐘), then we are
allowed to perform fault detection and isolation. Specifically, given a
vector 𝐱𝑘 of the measurements of process variables at moment 𝑘, then
the output of MTLSTM with respect to 𝐱𝑘 is

[𝐱̂𝑘, 𝐲̂𝑘] = 𝑓𝑀𝑇𝐿𝑆𝑇𝑀
(

𝐱𝑘,… , 𝐱1
)

(15)

where 𝐱̂𝑘 is the estimation of 𝐱𝑘, 𝐲̂𝑘 is the predicted label of 𝐲𝑘, and
𝑓𝑀𝑇𝐿𝑆𝑇𝑀 (⋅) represents the nonlinear mapping from the input to the
output of MTLSTM. With the well-trained MTLSTM, we are allowed to
perform fault detection and isolation, simultaneously.

Specifically, we define the reconstruction error between 𝐱𝑘 and 𝐱̂𝑘
as follows

𝑒𝑟𝑟𝑜𝑟𝑘 = 1
𝑚

𝑚
∑

𝑗
|𝐱𝑘[𝑗] − 𝐱̂𝑘[𝑗]| (16)

where [𝑗] represents 𝑗th element of a vector, and | ⋅ | represents the
absolute value operator. The principle for process monitoring is based
on the rule that if 𝑒𝑟𝑟𝑜𝑟𝑘 exceeds its threshold then 𝐱𝑘 is a faulty
sample. Otherwise, it is a fault-free sample. The threshold for process
6

Table 3
Procedures for simultaneous fault detection and isolation.

Off-line training Procedures

1 Collect training data 𝐱1 ,… , 𝐱𝑛
2 Construct the model of MTLSTM
3 for 𝑖 in range(Epoch):
4 for 𝑗 in range(n):
5 [𝐱̂𝑗 , 𝐲̂𝑗 ] = 𝑓𝑀𝑇𝐿𝑆𝑇𝑀

(

𝐱𝑗
)

6 Calculate the loss function (12)
7 Update the parameters of MTLSTM
8 Save the well-trained model of MTLSTM

On-line monitoring Procedures

1 Load the well-trained model of MTLSTM
2 Collect a sample 𝐱𝑛𝑒𝑤 ∈ ℜ𝑚

3 [𝐱̂𝑛𝑒𝑤 , 𝐲̂𝑛𝑒𝑤] = 𝑓𝑀𝑇𝐿𝑆𝑇𝑀
(

𝐱𝑛𝑒𝑤
)

4 𝑒𝑟𝑟𝑜𝑟𝑛𝑒𝑤 = 1
𝑚

∑𝑚
𝑗 |𝐱𝑛𝑒𝑤[𝑗] − 𝐱̂𝑛𝑒𝑤[𝑗]|

5 𝑖𝑛𝑑 = 𝑎𝑟𝑔𝑚𝑎𝑥
(

𝐲̂𝑛𝑒𝑤
)

6 if 𝑒𝑟𝑟𝑜𝑟𝑛𝑒𝑤 ≤ threshold:
7 no faults happen
8 else:
9 𝐱𝑛𝑒𝑤 is a faulty sample
10 𝑖𝑛𝑑 indicates the category of 𝐱𝑛𝑒𝑤

monitoring can be selected as the maximum reconstruction error among
the training samples.

If 𝐱𝑘 is a fault sample, then we perform fault isolation based on 𝐲̂𝑘
here fault isolation aims to recognize the type of the fault sample 𝐱𝑘.
his can be achieved by the following formula

𝑛𝑑 = 𝑎𝑟𝑔𝑚𝑎𝑥
(

𝐲̂𝑘
)

(17)

here 𝑎𝑟𝑔𝑚𝑎𝑥(⋅) is the function of a vector that returns the index of the
aximum value of the vector, and 𝑖𝑛𝑑 ∈ {1, 2, 3}. The principle for fault

solation is to determine the types of 𝐱𝑘 based on 𝑖𝑛𝑑. For example, if
𝑛𝑑 = 1, then the current fault belongs to the first type of faults.

The proposed simultaneous fault detection and isolation approach
s feasible only if the measurements of process variables are available.
oreover, the network of the MTLSTM can be trained in an end-to-

nd manner using the open-source machine learning platform such
s TensorFlow designed by Google. As a result, the measurements of
rocess variables and the machine learning platform allow us to per-
orm simultaneous fault detection and isolation based on the proposed
ethod. In other words, the simultaneous fault detection and isolation

pproach is feasible from the viewpoint of implementation. The im-
lementation details of the proposed simultaneous fault detection and
solation approach are summarized in Table 3.

. A case study on penicillin fermentation process monitoring

The existing systems for fault detection and isolation research in-
lude the penicillin fermentation process, the Tennessee Eastman pro-
ess, wastewater treatment process, and continuous stirred tank re-
ctor [1,2,17,18]. All of them have been widely used for evaluating
he performance of process monitoring methods. In this case study,
e select the penicillin fermentation process for fault detection and

solation research. The penicillin fermentation process was developed
y Cenk Undey, Gulnur Birol, and Ali Cinar of the Process Model-
ng, Monitoring, and Control Research Group of the Department of
hemical and Environmental Engineering at the Illinois Institute of
echnology [17]. The schematic of the penicillin fermentation process

s depicted in Fig. 7. It is a widely used benchmark to evaluate the per-
ormance of process monitoring methods. A total of 16 process variables
nd four operating modes are involved in the penicillin fermentation
rocess. The process variables are listed in Table 4 [18]. There are four
perating modes including a fault-free operating mode and three fault-
perating modes. In this case study, each of the four operating modes
uns for 300 h. In each fault operating mode, the fault is added at the
01st hour, as shown in Table 5. In this case study, we first evaluate
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Fig. 7. Schematic of the penicillin fermentation process [17].
Fig. 8. Visualization of samples by t-SNE.

Fig. 9. Visualization of features by t-SNE.

the fault detection problem of the penicillin fermentation process. In
this case study, we first compare MTLSTM with principal component
analysis (PCA), and vector autoregression with lag order 2 (VAR(2)) for
fault detection. Then, we compare MTLSTM with random forest (RF)
and fully connected neural network (FCN) for fault isolation.
7

Table 4
Process variables.

No. Variables

1. Aeration rate (L/h)
2. Agitator power (W)
3. Substrate feed rate (L/h)
4. Substrate feed temperature (K)
5. Dissolved oxygen saturation (%)
6. Biomass concentration (g/L)
7. Penicillin concentration (g/L)
8. Culture volume (L)
9. CO2 concentration (mmole/L)
10. PH
11. Temperature (K)
12. Generated heat (kcal/h)
13. Acid flow rate (mL/h)
14. Base flow rate (mL/h)
15. Cold water flow rate (L/h)
16. Hot water flow rate (L/h)

Table 5
Fault descriptions.

Period Fault variable Type

101–300 h Aeration rate Step
101–300 h Agitator power Step
101–300 h Substrate feed rate Step

Data collection is the first step in this case study. We collected 300
fault-free samples from the fault-free operating mode. Moreover, we
also collected 100 fault-free samples and 200 fault samples from each
fault operating mode. We selected 300 fault-free samples collected from
the fault-free operating mode, 100 fault-1 samples, 100 fault-2 samples,
and 100 fault-3 samples to construct a training set. With the training
sample set, then we are allowed to train the MTLSTM. While, the
models of PCA, ICA, VAR(2) were trained on the 300 fault-free samples.
Before fault detection, it is important to visualize the distribution of
the samples collected from different operating modes. We apply the t-
SNE to map the collected 16-dimensional samples to a two-dimensional
plane for visualization [34], as shown in Fig. 8. Fig. 8 shows the sam-
ples from different operating modes overlapped and show complicated
nonlinear manifolds. Thus, it is hard to recognize the fault operating
mode base on the model trained on a set of fault-free samples because
fault samples and fault-free samples almost are overlapped. Moreover,
we also apply t-SNE to the features extracted from the original samples,
as shown in Fig. 9. The features extracted from the different types of
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Fig. 10. Fault detection results by PCA.

Fig. 11. Fault detection results by ICA.

samples distribute in different regions and overlap less than the original
samples. This indicates that fault detection and isolation based on the
features instead of original samples is feasible.

After the models get well trained on the training sample set, then we
applied to the models to fault detection for each fault operating mode.
Based on the well-trained models, we perform process monitoring for
the fault operating modes. In the fault detection, we compute the recon-
struction error for the samples collected from each fault operating mode
using the well trained models. Then, we compare the reconstruction
errors with a threshold. If the error of a sample exceeds the threshold,
then a fault is detected. Otherwise, the sample is fault free. Fault
detection results based on PCA, ICA, VAR(2), and MTLSTM are depicted
in Figs. 10, 11, 12, and 13, respectively.

To quantitatively evaluate the fault detection performance, we de-
fine two metrics based on the confusion matrix. The definition of a
confusion matrix is illustrated in Fig. 14. For each fault detection
approach, we compute the precision and recall based on the confusion
matrix of fault detection results. Precision and recall are defined by
the formulas (18) and (19), respectively. Higher precision and recall
indicates a fault detection approach that has a better performance in
this case study. To compute the confusion matrix of each approach,
we assign the label 0 for the fault-free samples and 1 for the fault
samples. Then, the fault detection problem is translated into a binary
classification problem. The precision and recall of each fault detection
approach are summarized in Table 6. Obviously, MTLSTM gets the
highest precision and recalls for all three faults. However, PCA fails
8

Fig. 12. Fault detection results by VAR(2).

Fig. 13. Fault detection results by MTLSTM.

Fig. 14. Definition of the confusion matrix.

to detection the second and third types of fault only detect the first
type of fault correctly. For ICA and VAR(2), they partially correct fault
detection results for all three types of fault. In conclusion, MTLSTM
shows the highest performance in this fault detection.

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(18)

𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(19)
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Table 6
Fault detection comparison.

Faults PCA ICA AR(2) MTLSTM

Fault 1 Precision = 1 Precision = 1 Precision = 0.34 Precision = 1
Recall = 1 Recall = 0.33 Recall = 0.25 Recall = 1

Fault 2 Precision = 1 Precision = 1 Precision = 0.72 Precision = 1
Recall = 0.34 Recall = 0.33 Recall = 0.41 Recall = 1

Fault 3 Precision = 1 Precision = 1 Precision = 0.20 Precision = 1
Recall = 0.34 Recall = 0.55 Recall = 1 Recall = 1

Table 7
Fault isolation accuracy comparison.

RF FCN MTLSTM

98.00% 97.33% 100.00%

Table 8
Model complexity and computation time.

Models Model learnable parameters Computation time

PCA 9600 0.080 s
ICA 9600 0.059 s
VAR 512 0.091 s
RF None 0.083 s
FCN 1219 0.154 s
MTLSTM 1184 0.190 s

Fig. 15. Confusion matrix of the fault isolation results of RF.

After a fault is detected, then it is important to perform fault isola-
tion. However, we have to emphasize that PCA, ICA, and VAR(2) have
no fault isolation feature. Therefore, we next perform fault isolation
using the random forest (RF), fully connected neural (FCN) network,
and MTLSTM where the FCN consists of three layers where the neurons
of the layers are 32, 16, 3, respectively. The RF and FCN were trained
on a set of samples consisting of 100 fault-1 samples, 100 fault-2
samples, and 100 fault-3 samples. Then, the well-trained models were
used for fault isolation where the samples for fault isolation evaluation
consists of 100 fault-1 samples, 100 fault-2 samples, and 100 fault-3
samples. Then, with the predicted labels and ground truth labels of
the test samples, we are allowed to calculate the confusion matrices
of the fault isolation results for each method, as shown in Figs. 15,
16, and 17. Fig. 15 indicates that there are 8 samples isolated by
mistake for RF-based fault isolation. For FCN-based fault isolation,
there are 8 samples isolated by mistake. The MTLSTM-based fault
isolation approach achieved the one hundred percent accuracy.
9

Fig. 16. Confusion matrix of the fault isolation results of FCN.

Fig. 17. Confusion matrix of the fault isolation results of MTLSTM.

To quantitatively evaluate the fault isolation accuracy (FIA), we
define

𝐹𝐼𝐴 =
𝑡𝑟𝑎𝑐𝑒 (𝐀)

|𝐀|
(20)

where 𝐀 represents the confusion matrix in Fig. 15, 𝑡𝑟𝑎𝑐𝑒(𝐀) represents
the trace of matrix 𝐀, and |𝐀| represents the sum of the elements
of matrix 𝐀. Then, we compute the FIA of each approach based on
the confusion matrix 𝐀, we immediately get the FIA of RF, FCN, and
MTLSTM that are 98.00%, 97.33% and 100.00%, respectively. The FIA
of each fault isolation approach is summarized in Table 7.

The model complexity and model inference efficiency are two im-
portant metrics we are concerned with. Thus, we list the number of
parameters of each model and the model inference time in Table 8 for
comparison. Since RF has no learnable parameters, thus the number of
learnable parameters of RF is marked as None. The computation time
of each model was calculated on a PC with I7 CPU and RTX2060 GPU.
Table 8 shows that PCA and ICA have more learnable model parameters
and take less computation time. Even deep models have fewer model
parameters, but they take much computation time because they have
more complicated model structures than multivariate statistical models.
In conclusion, MTLSTM achieves a higher fault detection and isolation
performance at the cost of computation efficiency.
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In this section, we have studied the fault detection and isolation
problems of the penicillin fermentation process. Both multivariate sta-
tistical models and MTLSTM showed good fault detection and isolation
performance in the case study. The experimental results demonstrate
that different multivariate statistical models can tackle different pro-
cess monitoring tasks such as fault detection and fault isolation. For
example, PCA can detect the first fault operating mode. However, it
fails to detect the second and third fault operating modes. RF shows
high performance in fault isolation. Compared with the multivariate
statistical models, MTLSTM can achieve fault detection and isolation
simultaneously and shows higher performance in both fault detection
and fault isolation of the penicillin fermentation process.

6. Conclusions

In this paper, we have verified the fault detection and isolation per-
formance of multivariate statistical models and deep learning models.
The previous researches on multivariate statistical models inspire us to
develop the MTLSTM. Moreover, the investigations on fault detection
and isolation based on multivariate statistical models promote fault de-
tection and isolation research based on MTLSTM. As a result, based on
the existing studies on multivariate statistical models, we proposed the
MTLSTM for fault detection and isolation. MTLSTM inherits the merits
of multivariate statistical models so that it significantly improvements
fault detection and isolation performance. In the future, we hope to
achieve more process monitoring tasks and improve process monitoring
performance with an unified model.
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