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Abstract. As the world’s population ages, the issue of medical care
and daily care for the elderly population is becoming more and more
critical. While there are many efforts to ensure the physical health of
older adults, there is a lack of effective solutions to the psychological
problems caused by the lack of companionship. To solve this problem,
we built a social robot with an emotion recognition and feedback model.
The emotion recognition module achieves composite emotion recognition
by integrating voice emotion recognition, semantic emotion recognition
and topic emotion recognition. The audio data and corresponding text
data are mined using CNN and LSTM algorithms, and the emotional
information they contain can be further refined. Meanwhile, the emotion
feedback module provides the appropriate emotion feedback based on the
recognised emotions. The emotional feedback is achieved by generating
the appropriate robot facial expressions. The proposed emotion recog-
nition and feedback model is validated by the corresponding database
respectively. In addition, the real-world implementation validation and
real scenario application of the model are also discussed in the paper.

Keywords: Emotion Recognition - Elderly Care - Social Robotic - Emo-
tion Feedback.

1 Introduction

In recent years, the growth of the elderly population has brought the issue of
medical and daily care to the forefront. As a result, advancements in the Inter-
net of Things (IoT) and Artificial Intelligence (AI) have led to the creation of
various home medical assistance applications for the elderly. These applications
aim to monitor the physical well-being of the elderly through the use of sensors
and smart homes[7][8]. However, despite their efforts to improve the physical
health of the elderly, the emotional and psychological needs of this demographic
are often left unfulfilled. And these needs have been clearly identified and anal-
ysed by scholars as early as the 1990s[12]. In recent years, social robots that
integrate multiple technologies have been seen as an effective solution to this
challenge[4][9].

Many researchers have come up with their own solutions for emotion recogni-
tion and feedback in robots. Aronsson argues that the introduction of emotional
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technologies into the care equation can lead to new relationships and ways of in-
teracting[3]. Castillo et al. proposed a framework that can recognise emotions by
studying physiological signals, facial expression and voice. Emotion regulation is
enabled by tuning music, colour and light to the specific needs of the elderly[5].
Khosla et al. reported on the design and field trial of Matilda, a human-like as-
sistive communication robot in Australian residential and community care set-
tings[13]. Facial expression and voice analysis were used to identify and measure
the emotional state of the participants during the interaction between elderly
participants and the social robot Misa[6]. An empathic robot Ryan was created
using a multimodal emotion recognition algorithm and a multimodal emotion
expression system. Using different input modalities for emotion, i.e. facial ex-
pression and speech sentiment, the empathic Ryan detected the emotional state
of the user and uses an affective dialogue manager to generate a responsel[l].
These studies provide compelling evidence of the potential for emotional tech-
nologies to revolutionize the care of the elderly. Through the integration of emo-
tion recognition and feedback, robots have the potential to provide not only
physical assistance, but also emotional support and companionship, thus im-
proving the quality of life for the elderly population.

However, the above studies still suffer from several shortcomings in practical
application scenarios. Firstly, some studies require the use of multiple sensor
combinations, and deploying these complex sensor networks indoors would re-
quire extensive installation and commissioning. Second, emotion recognition sys-
tems based on facial expression recognition often rely on one or more cameras.
These indoor cameras pose a significant privacy risk to the user. In addition,
due to the relatively high real-time processing requirements, the computational
process of emotion recognition and feedback can only be performed on the robot,
making it difficult to apply algorithms that rely on server computing power in
practice.

To address the above issues, a new solution has been proposed: the devel-
opment of a social assistance robot for the elderly named DarumaTO. Fig. 1
illustrates the design of this innovative solution. The robot is designed with
emotional interaction as a key component, with the aim of alleviating the lone-
liness and isolation commonly experienced by the elderly population. The robot
is not equipped with a camera as shown in the Figure. Emotion recognition is
performed by analysing speech data only, which avoids privacy issues and re-
duces the amount of data to be processed, allowing the algorithm to run on
robots with relatively low computing power. The speech data was decomposed
into audio data and textual data, and the voice emotion, semantic emotion and
topic emotion embedded in them were analysed using convolutional neural net-
works (CNN) and long-short term memory (LSTM) algorithms respectively. The
algorithm is first trained offline on an existing database and then deployed to
the robot, reducing computation time while maintaining model performance. In
addition, the robot’s emotional feedback is achieved by dynamically generating
appropriate robot facial expressions on the display.
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Fig. 1. The DarumaTO social assistive robot for elderly perple.

By incorporating emotional intelligence into the design of DarumaTO, the
robot is able to provide not only physical assistance, but also companionship and
emotional support to the elderly. The emotion recognition and feedback model
introduced by this paper minimises the difficulty of operation for older users,
while presenting the robot’s feedback emotions in the most intuitive way. With
its focus on emotional interaction, DarumaTO has the potential to revolutionize
the way we provide care and support to the elderly.

2 DarumaTO Social Robot

The design of DarumaTO is specifically intended to evoke a sense of familiarity
and comfort among Japanese elderly individuals, who may recognize the cultural
significance of the Daruma doll. The robot is equipped with various sensors and
actuators, allowing it to collect data from the environment and make decisions
on the most effective way to interact with the user. In this sense, DarumaTO
operates as a form of an IoT system. This enables the robot to respond to the
needs and preferences of the user in real-time, providing a highly personalized
and interactive experience. The design of DarumaTO highlights the importance
of cultural awareness and sensitivity in the development of social robots for the
elderly. By incorporating cultural elements into the design, these robots can
provide elderly individuals with a sense of comfort and familiarity, and enhance
the quality of the caregiving experience.

As shown in the Fig. 1, the Jetson Nano is responsible for managing the
various inputs from the sensors and executing the algorithms that drive the
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Fig. 2. Overall architecture of composite emotion recognition and feedback model.

robot’s behavior. The sensors include a heat sensor, touch sensor, and micro-
phone, which provide the robot with real-time information about the environ-
ment and the user’s physical and emotional state. The touch screen interface
allows the elderly to interact directly with the robot, providing a simple and
intuitive means of communication. Additionally, the robot is equipped with two
servo motors that control its Yaw and Pitch movements, allowing it to move in
response to the user’s actions and gestures. The printer feature enables Daru-
maTO to provide users with Omikuji (Japanese fortune-telling), advice, and
reminders, adding a fun and engaging element to the overall experience. Finally,
the external cabling to the Kamidana allows DarumaTO to read and transfer
personal information, providing the robot with a more complete understanding
of the user’s preferences and needs.

3 Design of Composite Emotion Recognition

DarumaTO is able to communicate with people with simple dialogue as well as
the facial expressions. Because of the privacy issue, DarumaTO does not equip
with a camera. And this poses a challenge to its emotional interaction with older
people. Different from the widely used recognition of user’s emotion through vi-
sual information, this paper proposes a fused emotion recognition model through
speech data. Under the premise of using only speech data, the user’s emotion



Composite Emotion Recognition and Feedback of Social Assistive Robot 5

Audio Data Spectrograms ConvolutionalNeuralNetwork

Fig. 3. Schematic visualization of the structure of the voice emotion recognition.

recognition is achieved by integrating the analysis of voice, semantic and topic.
In addition, an emotional feedback model was designed to allow the robot to
respond to the user’s emotions by facial expressions appropriately. The above
two parts constitute the emotional interaction model of DarumaTO, as shown
in Fig. 2.

In the composite emotion recognition model, the speech data is first recorded
and converted into audio data and textual data respectively. And the time-series
audio data is transformed into time-frequency resolved spectrograms after audio
decomposition. The tokenization and text irrelevant word elimination of textual
data needs to be conducted before further analysis.

3.1 Voice Emotion

In order to recognize and respond to emotional cues in the voice, DarumaTO em-
ploys advanced signal processing techniques that analyze various acoustic param-
eters of speech. These parameters are known to reflect physiological changes that
occur in the speech production system during emotional states, such as changes
in respiration, vocal fold frequency, and articulation[11]. The voice emotional
detection model in DarumaTO categorizes a sample of audio data into one of
several emotional classes, such as joy, anger, or sadness. This is achieved through
the analysis of the parameters of the acoustic waveform, including fundamen-
tal frequency, jitter, pitch, speech rate, speech pauses, syllable rates, intensity,
energy, and relative energy in different frequency bands. The use of these param-
eters allows DarumaTO to accurately detect and respond to the emotional state
of the user, providing a more engaging and personalized experience. By combin-
ing speech analysis with other modalities, DarumaTO provides a comprehensive
solution for emotional recognition and feedback in social robots.

In practice, the voice emotion detection is based on the signal decomposi-
tion of time-series audio wave signals into time-frequency resolved spectrograms.
Then, the spectrograms generated above are passed through a CNN with par-
tially frozen weights, which allows for transfer learning in parts of the network.
Some of these weights were frozen because the Japanese language database was
too small to train the model. We first pre-trained the model using other language
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databases, and later used the Japanese database for transfer learning. Note that
the new Japanese variant is currently based on the OGVC[2], MULTEXT-J[14],
and KEIO-ESD[15]. And the emotion labels are placed at the output of the
network, as shown in Fig. 3.

When we want to use the model to recognise emotion, the model expects
clear audio input from the end user’s speech. The input data should be in wave
format and last for several seconds to provide a reasonable basis for estimation.
The data must be sampled at a minimum of 16kHz sampling frequency and 16
bit depth (i.e. 256 kbit/s bit rate). The model works with speech samples as
short as one second. However, detection will be more reliable if longer samples
are provided.

3.2 Semantic Emotion

ang 01 SEIER¥Y & ZERGER UMD A
ang 02 Ho7nd7% &
ang 03 fAERRL THZ4 LIy

Fig. 4. Examples of semantic emotion dataset.

The so-called semantic model is to judge emotion by analysing the meaning
of the linguistic information in the conversation, using the method as the Re-
current Neural Network (RNN) in the popular NLP deep learning. The sound
signal received from the microphone is converted into text that can be used for
semantic analysis, which can be simply understood as ”dictation”. To create the
training set for the model, a 600-character text dataset was created with the
labels ”angry”, "happy”, ”"neutral” and ”sad” to generally cover the emotions
and attitudes of human conversations in life, as shown in Fig. 4. However, after
experimental validation, we found that this database was too small to train the
proposed model, so we created the necessary Japanese database by translating
an English database[16].

Language is a communication tool, which is essentially a system of signs.
Semantic is the information meaning expressed by language, which can be the
form of the objective world or subjective thoughts and feelings. And we assume
the dialogue is sequence of words that contains the consciousness and emotions
of the speaker. In this paper, LSTM network is used for semantic emotion recog-
nition because of its ability to process sequential data. The textual data is con-
verted into word vector available to the neural network after word embedding
by word2vec. The LSTM network is constructed as shown in Fig. 5 and trained
by the dataset we made.

For our training data set, most of the training samples are composed of one or
two long and short sentences, which is very suitable for the characteristics of the
LSTM model and can well capture the information and interaction relationship
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Fig. 5. The structure of LSTM for semantic emotion recognition.

of word combination in sentences. Therefore, the core algorithm of the model
uses the LSTM algorithm to fit the data set.

3.3 Topic Emotion

The proposed topic analysis method in DarumaTO is a novel approach to speech
recognition that captures keywords and emotions in daily conversations. The
method involves the creation of a set of topic keywords that reflect the emo-
tions frequently expressed in recent years. These keywords, such as ?COVID-19,”
“headache,” ”stress,” and ”birthday,” play an important role in determining the
emotional direction of conversations and avoiding misjudgments due to data
noise. Therefore, we constructed a database of topics and mapped the topics in
the database to emotion tags, as shown in Fig. 6.

The topic analysis method enhances DarumaTQ’s ability to analyze and un-
derstand speech, as it allows for error correction and judgment in ambiguous sit-
uations. This approach represents a significant improvement over existing speech
recognition systems, as it emulates the human ability to understand statements
and emotional nuances in conversation.
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Fig. 6. Examples of topic dataset.

3.4 Integration

Afterwards, the emotion labels identified by the three approaches are mapped to
the same emotional space, which in turn generates a composite emotion vector.
Thus, the emotions of the elderly can be recognized by means of dialogues with
the DarumaTO.

. 1 X
Yzﬁgwiyi (1)

As shown in the Equtation. 1, the results of each sentiment recognition model
were mapped to the same dimensional space and a different result vector y
was obtained separately. Correspondingly, the results of each model will have a
confidence factor w, which we use as a weight for their results. After a simple
weighted average calculation, the final fusion result Y can be obtained. In this
paper, N is equal to 3, but offers the possibility of incorporating a wider range
of emotion recognition models at a later stage.

4 Emotion Feedback with Facial Expression

The research shows that the facial display of a robot has a significant influence on
the user experience of human-computer interaction[10]. And the screen mounted
on top of the robot makes it possible to display a wide range of facial expressions.
We therefore chose to use facial expressions as a channel for emotional feedback
from the robot. DarumaTQ’s facial expressions consist of the eyes, eyebrows,
nose, and beard. These organs are programmed to produce a certain degree of
deformation and displacement to create different types of facial expressions.

Emotional feedback is not simply the reproduction of emotions or the feed-
back of opposing emotions to suppress negative emotions. Some people want
to vent their feelings when they are angry or sad, or get empathy and under-
standing from others, so as to release the negative emotions in their hearts. Of
course, when most people are faced with negative emotions, they can reconcile
negative energy by receiving positive emotions, so as to achieve the function of
comfort. Therefore, in this paper, we establish emotional feedback rules in such
a way that older adults always receive positive emotional facilitation, as shown
in Table. 1.
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Table 1. Human emotion and corresponding facial expression feedback.

Human Emotion|DarumaTO’s Reaction
Fear
Angry Shocked
Angry
Smiling
Laughing
Smiling
Neutral Neutral
Laughing
Smiling
Sad Sad
Crying

Joy

5 Experiments and Analysis

In this section, we separately validate the sentiment recognition models proposed
in this paper. As topic-based emotion recognition is performed by means of
keyword retrieval, its performance is not discussed in this section.

5.1 Voice Emotion

The results in Fig. 7 indicate that the performance of the DarumaTOQO’s voice
emotion detection system was tested on each independent validation set, and the
performance was evaluated using various metrics. In total, nine emotions were
identified. Compared to a baseline zeroR classifier, the weighted average recall
(WAR) of the system improved slightly from 0.26 to 0.30, while the unweighted
average recall increased from 0.11 to 0.27. The weighted F1-score also improved
from 0.10 to 0.30.

5.2 Semantic Emotion

As mentioned earlier, we trained the model by translating the English database
due to the insufficient size of the Japanese database. However, this approach
does have some limitations. One such limitation is the potential bias in Google
Translate’s understanding of English to Japanese translations, which can lead
to significant cultural differences in the dataset. To overcome this issue, the
authors used the English translation dataset as the training data and the original
Japanese speech text dataset as the test data to verify the model’s ability to
understand and analyze real Japanese cultural contexts and dialogue situations.

Despite these limitations, the preprocessing of the dataset and the algorith-
mic model remained unchanged, and the previously mentioned method was still
used. After 100 times of complete learning and training of the whole data set, we
obtained the accuracy curve and loss function curve respectively on the training
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Fig. 7. Confusion matrix for the performance of voice emotion recognition in Japanese
variant.

set and verification set. The accuracy of the new model was found to be 74% on
the test dataset, as shown in Fig. 8. The loss was 0.52 and 0.69 on the training
and validation sets, respectively.

6 Conclusion and Future Work

This study proposes a composite emotion recognition and feedback model for
DarumaTO, a social robot for elderly users. The model performs emotion recog-
nition in terms of voice, semantics and subject matter only through the analysis
of the audio information acquired by the robot from the user. At the same time,
the robot is made to make appropriate facial expressions based on the fused
recognition results, which in turn enhances the interaction experience of the
robot.

Although acceptable performance was achieved in the semantic emotion recog-
nition section, the experimental results were poor in the voice emotion recog-
nition. As the model was pre-trained in the English speech database and then
transferred to the Japanese speech database, it was difficult to obtain good



Composite Emotion Recognition and Feedback of Social Assistive Robot 11

Fig. 8. Accuracy of semantic emotion recognition model.

—

Fig. 9. Loss of semantic emotion recognition model.

training results with the small amount of data in the Japanese speech database.
This reflects the fact that there are significant differences in pronunciation styles
between languages and that audio features cannot be transferred between lan-
guages, especially when there is an unequal level of data.

In the future, we will implement the emotion recognition and feedback model
proposed in this paper into DarumaTO and hand it over to the elderly in nursing
homes for evaluation. We will verify the validity of the model proposed in this
paper by means of group comparison experiments. The DarumaTO with immo-
bile facial expressions will be used as the control group and the DarumaTO fitted
with an emotion recognition and feedback model will be used as the experimen-
tal group. Questionnaires and interviews will be used to obtain the satisfaction
of the elderly with the two groups of robots respectively.
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